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a b s t r a c t

We employ ab initio Density Functional Theory to develop classical atomistic potentials.
We test this method developing a novel benzene–benzene atomistic model param-
eterized through quantum mechanical approach with no experimental data fitting.
Thermodynamic and dynamic properties of the effective model were derived using
molecular dynamic simulations. The diffusion coefficient and activation energies were
computed showing results consistent with the experiments. The model also provides
a very good representation of the three peaks of molecular orientations for benzene
liquid. The simplicity of the model allow us to suggest mechanisms for the orientation
and mobility of the molecules.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Computer simulations are a very important tool to describe molecular systems of solutions in the bulk or under
confinement. This technique not only can explore regions of pressure and temperature difficult to be reached by
experiments but also provides a way to test which interactions are relevant in a determinate system at a specific state.
The possibility of building potentials as a combination of different interactions allows for the discovery of the mechanism
behind a certain property or behavior. However, the key part of the simulations is the construction of the force field. The
most employed strategy is the atomistic approach in which a priori potential for the atoms interaction is proposed. In
this case the force field parameters are adjusted to reproduce a set of macroscopic experimental properties at a fixed
temperature or pressure. The potential created in this way contains the many body interactions inside the two body
potential. Even though this procedure has been quite successful in describing certain properties of molecular system, it
fails to predict others.

In principle complex force fields, with a large number of parameters, should exhibit a better performance. This,
however, is not always the case. Attempts to create a force field for water have generated more than 35 models some of
then with 3, 4, 5 or even 6 sites of interaction. Even though more sites correspond to larger number of parameters what
in principle could optimize the model, the four sites Tip4p/ϵ show the best performance [1,2]. Another particular case are
the polarizable models [3] which present a parameter optimization procedure very computationally cost. These models [4]
are also very important because even thought now able to obtain a number of thermodynamic quantities properly they
are the only models capable to give the increase of the water diffusion with the increase of salt concentration observed
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experimentally [5]. Therefore, the diversity of models helps in understanding which interactions are more relevant what
might change with temperature, pressure, confinement and mixtures.

Complementary to the atomistic fitting method, another possible approach is to construct a force field from first
principles. While the atomistic approach fits the parameters with room temperature experimental quantities which
captures the average configuration, the first principles focus on the zero temperature configurations what captures
the minimum energy configurations. The idea is to use quantum mechanical calculations for a set of representative
intermolecular geometries which will be used in simulations. This ab initio quantum mechanics calculation as the number
of particles increase quickly becomes not computationally feasible. In order to circumvent this difficulty one strategy is
to select only a few lower energy configurations and construct a two body interaction on basis of these elements [6].
The quantum mechanics is implemented through Density Functional Theory (DFT) [7]. Since for each system different
functionals have been implemented, the quantum method can also present a diversity of models.

Here we propose that even though the selection of the quantum mechanical functional in the ab initio approach affects
the quantitative value of the energy of the system, since most functionals agree about which configurations exhibit the
minimum energy, the final potential employed in the molecular dynamic simulations give very similar molecular structure.
We argue that the strength of developing a model based in DFT is not to provide a correct value for the density or the
pressure of the system (usually well capture by the atomistic approach) but to give understanding of the origin of the
observed molecular structure computed by the radial distribution function. Here we test this assumption by creating a
minimum pair potential for the benzene–benzene interaction. The relevant question is if this effective potential like the
potential employed in liquid water [8] is capable to describe the pair potential in terms of the benzene molecular local
orientation which origin seems to be still under some debate [6,9–18].

Experiments using X-ray diffraction [9] and scattering [13,15] show structure at the liquid phase. In parallel, results
with neutron diffraction [19,20] and X-ray scattering [13,15] using deuterated benzene show less structure since they
only produce the intermolecular radial distribution function and not the carbon–carbon distribution function. The X-ray
diffraction shows that the liquid structure of benzene at 25 ◦C is similar to that found in the crystalline state. In addition
the carbon–carbon intermolecular pair distribution function (RDF) exhibits three peaks of carbon–carbon intermolecular
orientation for benzene. The physical explanation of the location of the peaks is still under debate. It is attributed
either to the organization of the liquid in preferential arrangements, either a T-Shaped carbon–carbon intermolecular
orientation [9] or a T-Shaped displaced [13] or even a parallel displaced arrangement of the molecules [21].

Many classical molecular dynamic (MD) [6,10,14,18,19] and Monte Carlo (MC) [12,22–24] have been performed on
liquid benzene using various intermolecular potentials. The idea behind these models is that they propose a potential
interaction with a combination of attraction, hardcore and electrostatics which are parameterized employing experimental
results at room temperature and pressure. The simplest versions of this models use only a Lennard-Jones potential [10,24].
These atomistic potentials are able to reproduce a number of state variables such as the density at different temperatures
and pressures around the value for which they were parameterized. However, they are not able to capture of the three
peaks molecular orientations of RDF for benzene. More complex models [10,14,25] reproduce the three peaks but not
the relative position and height of the peaks. This information would be quite important to determine if the preferential
arrangement of the molecules is perpendicular shaped as proposed by the experiments [9,13].

Here we attempt to understand the structure of benzene by deriving an effective interaction potential from ab initio
calculations. The idea behind the analysis is that by employing quantum calculations some of the ground state structure
will be capture by our potential. The remaining of the paper goes as follows. In Section 2 the computational details of
the ab initio calculations, the employed model potential and the simulations techniques are presented. In Section 3 the
results and discussion are analyzed and conclusions are presented in Section 4.

2. Model and methods

2.1. Quantum calculations

We obtained the energies of two benzene molecules for various distances and orientations between the molecules.
The energies were calculated within the framework of density functional theory (DFT) [26–28], as implemented in the
SIESTA (Spanish Initiative for the Electronic Simulations of Thousands of Atoms) code [29]. The electronic, energetic and
structural properties were analyzed solving the self-consistent Kohn–Sham equations [27]. In all calculations, a double ζ
plus a polarized function (DZP) was used for the numerical basis set. In order to describe the exchange and correlation
potential (Vxc) we investigated the performance of the three functional implemented in the SIESTA: (i) the Local Density
Approximation (LDA) with the Perdew and Zunge (PZ) parametrization [30] the correction to basis set superposition error
(BSSE-corrected) [31], (ii) the Generalized Gradient Approximation (GGA) with the Perdew, Burke and Ernzerhof (PBE)
version [32], and (iii) and GGA dispersion correction [33] with the Perdew, Burke and Ernzerhof (PBE) version [32,34].

In this work we adopt the LDA functional with the correction to basis for two complementary reasons. First, when
compared with the other options listed above, it gives a better agreement with the literature [6,18,35,36] for the minimum
energies configuration. The second reason is that for the calculation of the effective potential the energy has to go to zero
at distances above 4 Å . This is only the case for the case LDA with correction to basis.

In order to represent the electronic charge in real space, a grid cutoff of 200Ry was used. All of the studied systems
present a neutral charge in the initial electronic configuration. The BZ–BZ interaction we use a super cell of (40 × 40 × 40)
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Table 1
Configuration k, distance minimum r0 , and maximum rcut for the calculated the interaction energies
between benzene dimers.
Configurations K r0 (Å) rcut (Å)

(a) Side by Side 1.0 4.0
(b) T-Shaped 1.0 4.0
(c) T-Shaped Displaced 1.0 7.0
(d) Face to Face 2.4 6.0
(e) Slipped Parallel 1.8 5.0

Å3. The relative numerical accuracy on the interaction energy computed with the correction to basis set superposition error
(BSSE-corrected) is estimated to be of the order of around 0.96 kJ/mol. The isolated molecules are relaxed residual forces
lower than 0.05 eV/Å and then kept rigid the interactions of the homodimers and the molar mass of benzene is 78.1118
g/mol. The distance (r) between the benzene dimers refers to the minimum atom–atom distance of each configuration
studied. We selected five configurations for the benzene–benzene interactions. This selection is based on the distribution
of charges in valence band maximum and conduction band minimum. In this case, we observed that the charge on both
the VBM and CBM is evenly distributed in the ring aromatic carbons, indicating that it is the most favorable site for the
interactions [9,19,37,38] . The distance minimum, r0 and maximum, rcut is shown for each configuration in the Table 1.

The interaction energies between benzene dimers for a given configuration k and distance r0 ≤ r ≤ rcut were calculated
using the correction to basis set superposition error (BSSE-corrected) [31] by the following equation:

Ek(r) = EAB
k (r) − EA,ghostB

k (r) − EghostA,B
k (r), (1)

where EAB is the total energy of benzene dimer, EghostB
A (EghostA

B ) is the total energy of part isolated A (B). The part A
corresponds to monomer benzene, and part B is other monomer benzene. They were calculated with their corresponding
atomic basis and with the A (B) atomic basis centered at the B (A) atomic positions. The subscript ghost refers to the
atomic basis placed on the monomer benzene or other molecule positions but without atomic potentials representing
real atoms at these positions and of the system with negative binding energies implies attractive interaction.

2.2. Intermolecular potential parametrization

For the effective potential, each benzene is a rigid molecule formed by six sites. The sites are distant from each other
1.41 Å. The intermolecular interaction was modeled by each atom of one molecule interacting with each atom of the other
molecule by a modified version of 12–6 Lennard-Jones (LJ) defined as [39]
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(
rij
)

= ϵ

⎡⎣( ξijσij

rij −
(
ξij − 1

)
σij

)12

−

(
ζijσij

rij −
(
ζij − 1

)
σij

)6
⎤⎦ , (2)

where i and j are atomic index for two monomers belonging to different dimers, rij = |r i − r j| is the distance between
sites i and j. The parameters σij, and ϵij represent the van der Waals length and depth, respectively. The parameters ξij
and ζij are auxiliary variables in which are added to improve the flexibility of the potential to the ab initio data. Here, the
ζ and ξ allow the attractive and repulsive part to have decoupled distance scales which is reasonable, since the repulsion
is governed by the nuclear core, while the attractive part is related to the electron cloud. The 12-6 LJ force field are
re-parameterized to reproduce the QM intermolecular interactions. For a given configuration and distance between the
two dimers, the total potential energy becomes

Uk(A) =

6∑
i=1

6∑
j=1

uij
(
rij
)
, (3)

where A represents the set of parameters A = {σ , ϵ, ξ, ζ }.
Next, the parameters of the effective potential, A = {σ , ϵ, ξ, ζ } are adjusted to give the best fit with the density

functional energies of the different configurations and distances following the methodology proposed by the Ca-
celli et al. [18,40–42]. The numerical procedure consists in a nonlinear minimization routine. We have used the Sequential
Least Squares Programming (SLSQP) from optimize.scipy [43,44] to minimize the function

I(A) =

( Ng∑
k=1

ωk

)−1 Ng∑
k=1

rcut∑
r=r0

ωk [Ek(r) − Uk (A, r)]2 , (4)

where Ek is the energy obtained for the DFT, r is the distance between refers to the minimum atom–atom distance of each
configuration studied and Ng is the number of geometries considered and r0 and rcut are the minimum and maximum
distances between the minimum atom–atom distance of each configuration of the two dimers computed in the DFT.
The index, k, specifies the geometry of benzene dimer, and the ωk = exp (−kBEk) weight of the configuration with the
Boltzmann factor.
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2.3. Molecular dynamics calculations

Molecular dynamics simulations in the NVT ensemble were performed for the benzene modeled as six-site molecules.
The intermolecular potential uij employed is described by Eq. (2) and the parameters obtained by the optimization. The
effective potential is illustrated in dimensionless units in Fig. 3, We employed N = 125, 209, 417, 625, 1042 molecules in a
cubic box of volume V with periodic boundary conditions in the three directions. The simulations were implemented using
the LAMMPS package [45] based on the constraint method to integrate the equation movement. The number density of
the system is then = N/V. The cutoff radius was set to 3.5 σ . All simulations of the rigid models molecule were performed
pressure, temperature, density, and diffusion are calculated in dimensionless units,

P∗
=

Pσ 3

ϵ
, (5)

T ∗
=

kBT
ϵ

, (6)

ρ∗
= ρσ 3, (7)

D∗
=

D(m
ϵ
)0.5

σ
, (8)

where σ ∗
= ϵ∗

= 1 and m∗
= 1. After a equilibration time of 107 steps, the thermodynamic, structural and dynamic

properties were calculated using 4× 107 simulation steps where providing instant settings for every 4000 steps, giving a
total of 10 000 independent settings. The time step was 0.001 in reduced units and the time constant of the Nosé–Hoover
thermostat [46,47] 1 in reduced units. The internal bonds between the particles in each dimer remain fixed using the
rigid package [45].

The stability of the system was checked by analyzing the dependence of pressure on density and also by visual analysis
of the final structure, searching the potential energy versus runs. The structure of the system was calculated using the
intermolecular radial distribution function, g(r⃗) (RDF), which does not take into account the correlation between atoms
belonging to the same molecule. The diffusion coefficient was calculated using the slope of the least square fit to the linear
part of the mean square displacement, ⟨r2⟩ (MSD), were computed taking the origin as the center of mass of a dimer.

The Radial Distribution Function (RDF), gα,β (r) between the carbon α of one molecule and the β belonging to another
was computed by:

gα,β (r) =
N−1

α

⟨ρ⟩local

Nα∑
i∈α

Nβ∑
j∈β

δ(rij − r)
4πr2

, (9)

in which ρ is the density. In our case we computed the intermolecular g(r) for a fix atom of each molecule.
In order to study the mobility we employed the mean square displacement (MSD) given by

⟨(r(t) − r(0))2⟩ = ⟨(∆r(t))2⟩, (10)

where r(0) is the position of the carbon at one molecule at the time zero while r(t) is the position at a time t. The
mobility of the particles was averaged over all the carbons. When the molecules exhibit diffusive regime, we calculated
the diffusion coefficient, D, from the slope of the plot of the MSD against time, as follows

D = lim
t→+∞

⟨(∆r(t))2⟩
2dt

, (11)

where d is the dimension, ⟨· · ·⟩ denotes an average over molecules and time origins.

3. Results and discussion

3.1. Quantum energies and effective potential

First, we selected more favorable benzene–benzene configurations namely (a) Side by Side (SS), (b) T-Shaped (TS), (c)
T-Shaped Displaced (TSD), (d) Face to Face (FF), and (e) Slipped Parallel (SP) as shown in the Fig. 1 and we obtained the
DFT energies for different distances atom–atom between the dimer ranging from r0 to rcut . These energies as a function
of the dimer distances are plotted in Fig. 2 as circles.

Within the DFT energies obtained for the different configurations, the T-Shaped and the T-Shaped Displaced con-
figurations, illustrated in Fig. 2(b) and (c), present the lower minimum. The lower energy of the benzene–benzene
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Fig. 1. Stacked benzene dimer: (a) Side by Side (SS), (b) T-Shaped (TS), (c) T-Shaped Displaced (TSD), (d) Face to Face (FF), and (e) Slipped Parallel
(SP). C atoms are cyan and H atoms are white.

Table 2
DFT minimum energy Emin and value of the distance of this minimum value for the many different
configurations.
Configurations Emin (kJ/mol) rmin (Å)

(a) Side by Side −2.122677 2.0
(b) T-Shaped −9.0 2.5
(c) T-Shaped Displaced −7.2 2.25
(d) Face to Face −2.97 3.75
(e) Slipped Parallel −6.63 3.5

perpendicular orientation is also observed in results obtained employing other functionals [6,18] and is predicted by
the experiments [9,13] and simulations [11].

The attractive behavior of the TS configurations can be explained by in terms of the favorable electrostatic interaction
between the negatively charged π-cloud of the lower ring, and the positively charged hydrogen atom of the other ring
above it. The minimum DFT energy , Emin and its location, rmin, is shown for each configuration in Table 2. The slipped
parallel configurations show an increase of the attraction interaction energy when comparing the pure parallel. The
pure aromatic interaction is dominated by the benzene–benzene quadrupole repulsion [16,48] while the displaced has a
component of attraction induced by the exposed hydrogen.

The classic intermolecular potentials derived upon optimization for the (a) SS, (b) TS, and (c) DC configurations show
smooth interpolations of quantum energies. This is not the case for the configurations (d) FF and (e) SP which show
diverging potentials at small distances. The same effect was observed in other attempts to produce effective potentials
for ab initio energies [18,40]. In order to circumvent this inconvenience in the derivation of a single potential to cover
all the configurations, we started the parametrization at r ′

0 = 2.5 Å for the FF arrangement and r ′

0 = 1.8 Å for the SP
configuration.

Then, in order to test if the procedure to produce an effective potential from the ab initio energies works, we computed
the effective potential, Uk, for each k dimer configuration. The optimal values for A = {σ , ϵ, ξ, ζ } were determined to give
the best fit for each Ek, where k represents each configuration. The resulting fit is shown in the Fig. 2 as a line. Table 3
shows the best Lennard-Jones parameters (A = {ϵ, σ , ζ , ξ}) of the classical intermolecular potential for each isolated
configuration of the dimers. The factor considering α parameter 3.47347 kJ/mol as in the Ref. [40] to privilege the small
attractive part of each the configurations.

Next, the procedure described by Eq. (4) was implemented taking into account not one but all configurations weighting
them by ωk = eαEk . The weight factor ωk = exp (−αEk) favors the lower energy dimer configurations with the α parameter
fixed in 3.47347 kJ/mol as in the Ref. [40]. In order to circumvent the diverging values at small distances for the (d) FF
and (e) SP in the derivation of a single potential we start the parametrization at r ′

0 = 2.5 Å. The Fig. 3 shows the classical
intermolecular potential between the site of one molecule and the site of the other molecule in reduced units for the
benzene–benzene interaction, obtained after the minimization process described in the previous section.
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Fig. 2. Intermolecular energies for the benzene dimer in some typical arguments: blue curve parameterized intermolecular potential (U), and red
curve ab initio energies (E).

3.2. Molecular dynamics results

We carried out a molecular dynamic simulations in the NVT ensemble of rigid benzene interacting with the potential
derived from ab initio calculations, illustrated in Fig. 3. The system presents a number of structures including a very low
density phase, gas-like, a high density liquid-like and a dense structure, solid-like.
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Table 3
12–6 LJ fitted force fields parameters based on minimizing the function I(A) of between intermolecular interaction
from QM for each isolated configuration of the benzene dimers.
Configurations ϵ (kJ/mol) σ (Å) ξ ζ

(a) Side by Side 0.3538 3.815 1.129 1.171
(b) T-Shaped 0.27 3.9 1.0 1.0
(c) T-Shaped Displaced 0.212 3.764 1.0 1.0
(d) Face to Face 0.212 3.427 1.0 1.0
(e) Slipped Parallel 0.192 3.38 1.0 1.0

Fig. 3. Effective potential versus distance of the benzene derived from ab initio calculations, in reduced units.

Fig. 4. The mean square displacement versus time and snapshots from ρ∗
= 0.06 to ρ∗

= 0.5 for fixed T ∗
= 3.0.

In order to identify the solid/amorphous and fluid structures we computed the mean square displacement given by
the Eq. 4 for reduced temperatures T ∗

= 2.5 − 5.0 and reduced densities ρ∗
= 0.06, 0.1, 0.2, 0.3, and 0.5. The Fig. 4

illustrates two extreme structures observed at T ∗
= 3.0: a fluid phase at low densities ρ∗

= 0.06 and an amorphous
phase at ρ∗

= 0.5. They show a very dense solid/amorphous-like region at T ∗
= 3.0 and ρ∗

= 0.5 and a fluid phase at
T ∗

= 3.0 and ρ∗
= 0.06. The fluid phase depicted by the snapshot shows the presence of cluster of molecules which

at the very dense phase form a continuous structure. The formation of clusters at the fluid phase is consistent with
experimental [49,50] and simulations [10–12,51–54] of more complex atomistic models. The cluster size depends on the
temperature and density.

From all the MSD at the fluid phase we computed the diffusion coefficient employing the Eq. 5. The mobility of the
particles decreases with the increasing density (or pressure) for constant temperature as shown in the Fig. 5 and as
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Table 4
Density ρ∗ , ρ and activation energy Ep obtained with our simple model derived from ab initio calculations
for the benzene.
ρ∗ ρ (g/cm3) Ep (kJ/mol)

0.06 0.163 15.8236
0.1 0.2718 19.5865
0.2 0.5436 28.946
0.3 0.815 40.1379

Fig. 5. The diffusion coefficient versus density for fixed temperatures.

observed in experiments [55–59]. The dependence on temperature for constant density (or pressure) illustrated in Fig. 6
is describe by an Arrhenius behavior

D ∝ e
−Ep
RT , (12)

where Ep is an activation energy and R is the molar gas constant. This is consistent with experimental results [55,56,58–60]
and simulations [61–63] performed for more complex models. This qualitative agreement shows that our simple model is
able to capture the mechanism for the mobility of the molecules. Our results suggest that the carbons are the responsible
for the behavior of the mobility of the molecule and this is why our model is able to capture it.

Table 4 shows the values of activation energy obtained with our model and the experimental data (19.0 kJ/mol (ρ = 1.8
g/cm3) [61], 13.3 kJ/mol [64], 12.7361 kJ/mol (ρ = 0.9 g/cm3) [60] what suggests a good performance of the ab initio
parametrization.

At high densities the Arrhenius diffusion coefficient gives rise to a non Arrhenius behavior illustrated in Fig. 7. At this
low temperatures a fragile to strong transition is observed. This qualitative behavior confirms that our model is able to
capture the glass phase for benzene. Some studies in literature observed the glass phase for benzene confined [65,66] and
supercooled of benzene in mixtures with other liquids [67–70].

Next, we tested our model for describing the structure of the benzene. Fig. 8 illustrates the intermolecular carbon–
carbon radial distribution (RDF) for four temperatures T ∗

= 2.6, 3.0, 4.5, and 5.0 a fixed density ρ∗
= 0.06 for the benzene.

The RDF was calculated with one site in one molecule with respect to one site of another molecule. No intramolecular
RDF was computed. Since we want to observe the experimental peaks at the liquid phase, we do not include the RDF
for high densities where the system approaches the glassy phase. Fig. 8 shows the three peaks which are experimentally
observed [9,13]. We can separate the analysis in three regions: vicinity o the first, r∗

first , second, r
∗

second, and third, r∗

third,
peaks. At room temperature the experimental results indicate that the peaks height increases with the increasing distance.
Atomistic simulations which do not parametrize the hydrogens are able to capture only two peaks, one between rfirst and
rsecond and another at rthird [10,24]. Other more sophisticate computational approaches show the presence of the three peaks
but they do not give the correct value or position. For instance, the OPLS-CS [12,14], OPLS [12] and OPT-FF [14] force fields
give the correct location of the first peak but overestimate [12,14] but overestimate while the Rism underestimates its
value [9]. The OPT-FF, AMBER03, GAFF, OPLS-AA, OPLS-CS, CHARMM27, GROMMOS [14] and TraPPe 9-sites and 6-sites [25]
simulations models give a g(r) for the second and third peaks larger than the experimental value while the AUA 9 and
6-sites give a RDF which is smaller than the experiments [25].

The relation between the three peaks and the benzene structure is not free from controversies in the literature. Both
experimental results and simulations agree that at the liquid phase, the benzene forms clusters which decorrelated
forming a ‘‘gas-like’’ cluster structure which can be observed by the smooth oscillations of the RDF after the first
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Fig. 6. The diffusion coefficient against the inverse of temperature for ρ∗
= 0.1.

Fig. 7. The diffusion coefficient against the inverse of temperature for ρ∗
= 0.5.

three peaks. Inside each cluster configuration which results in the three peaks has no consensus. Some simulations and
experiments attribute the first peak at rfirst ≈ 4 Å to first neighbors dimer conformation to be face to face (also called
parallel) [10,18,23], parallel displaced [10,12,14,21,24,71], while the third peak at 7 Å in both cases is attributed in all these
cases to T-shaped or T-shaped displaced. The T-shaped is the predominant configuration [9] what is consistent with the
large peak observed at 7 Å. Studies based in angular distribution proposes that at 4 Å the configuration is perpendicular
and at 7 Å parallel [13]. Both experiments and simulations do not attribute any particular conformation to the second
peak at 6 Å.

In our simulations we observed the three peaks. The first is located at rmin ≈ 4 Å. Our radial distribution function
accounts for one atom at each molecule. The conformations illustrated in Fig. 8 suggest that at this low distances the first
neighbors molecules that at this short distance the configuration is parallel displaced. The second and third peaks are at
larger distances when compared with the experimental results probably due to the way our RDF was computed removing
averages over all atoms inside the molecule. The observed structure, however show T-shaped and T-shaped displaced at
this second neighbor distances.

Finally, we computed the cluster size distribution versus number of cluster of molecules, nc . The cluster size was
analyzed based in the inter particle bonding [72,73]. Two molecules belong to the same cluster if the distance between
them is smaller than 4.5σ , the in which the system becomes gas-like in Fig. 8. Since this method is sensitive to the
choice of the cutoff parameter, we also tested smaller values and essentially the same result was obtained. The Fig. 9
illustrates probability P(nc/N) of finding a cluster with nc molecules in N total number of molecules for a fixed density
ρ∗

= 0.06 which is the same density analyzed in Fig. 8. The cluster size distribution observed at T ∗
= 2.6 shows one

clusters dominant around nc = 4 what is consistent with the peak structure observed in Fig. 8. As the temperature is
increased at T ∗

= 4.5 the cluster distribution becomes more broader with a peak at nc = 6 and another at nc = 12 what
suggests that the temperature leads to a cluster percolation as observed in Fig. 8. The formation of clusters at the fluid
phase is observed in works experimental [49,50] and simulations [10–12,51–54].
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Fig. 8. Snapshots depicting the final configurations of the slab simulations for the benzene model (a) T ∗
= 2.6, (b) T ∗

= 3.0, (c) T ∗
= 4.5, and

(d) T ∗
= 5.0. Carbon–carbon intermolecular pair distribution function for benzene computed with the new potential parameterized from ab initio

calculations for temperatures T ∗
= 2.6–5.0 and density ρ∗

= 0.06.

Fig. 9. Probability P(nc/N) of finding a cluster with size nc versus nc molecules for (a) T ∗
= 2.6, (b) T ∗

= 4.5, and density ρ∗
= 0.06.

4. Conclusions

In this paper we explored the possibility of obtaining intermolecular potential starting from DFT energies. The idea
behind the proposal is to construct potentials to be used in low temperature analysis where the quantum configurations
might play a relevant role. This effective potentials do no aim to give correct energies for the system but to provide a
view of the mechanism behind the processes. In order to test our analysis we developed a effective potential for benzene.
Our analysis did no include the charge distribution in the molecule with the purpose of understanding what dynamic and
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thermodynamic properties could be able to emerge from the carbon distribution. In this context the distance σ employed
as unit of length measures the distance between sites which include the carbon and the hydrogen.

We obtained the diffusion coefficient for a number of temperature and our results are consistent with the experiments.
Moreover for a range of temperatures the activation energies obtained from the diffusion versus inverse of temperature
are quite close to the experimental values what suggests that for the dynamic processes the conformations and energies
selected by the DFT were relevant for the mobility and the potential generated by them correctly captures the mechanism
behind the molecular moves.

The RDF was also computed showing the three peaks characteristics of the experimental radial distribution function
of the system. This result is quite surprising since the models which do not take the quadrupolar moments into account
do not capture the three peaks. There is an on going debate about which conformations these three peaks represents. In
our case visual inspection indicates that the first peaks relates to face to face or parallel slided, the second and the third,
are related to T-shaped and T-shaped displaced configurations. These three conformations exhibit low energies at the DFT
analysis.

We expect that this procedure would be useful for studying large molecules for which employing quantum analysis
and temperature would be computational cost. In addition the use of effective models allow to understand which part of
the interactions are responsible for the dynamics, structure and thermodynamics of the system.
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