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\section*{A B S T R A C T}

In this work we explore the one-dimensional extended Hubbard model as a fluid system modeling liquid phases of different densities. This model naturally displays two length scales of interaction, which are connected with waterlike anomalies. We analyze the density anomaly as a function of the model parameters, namely the hopping, on-site and first neighbor interactions. We show that this anomaly is present for a wide range of model parameters and is connected to a ground-state liquid–liquid critical point.

\section*{1. Introduction}

At first glance, the water molecule might seem uninteresting due to its simple molecular formula. But on a closer look, we see a myriad of surprises. The importance of water as a resource to life makes the study of its properties fundamental to many areas of science. For instance, its large heat capacity is related to the control of temperature in our environment \cite{1} and the properties of supercooled water influence how radiation from the Sun is reflected or absorbed \cite{2}.

Arguably the most known anomaly is the temperature of maximum density (TMD). Unlike most liquids, water exhibits a peculiar behavior where its volume decreases as the temperature increases within a specific temperature range. Specifically, at a pressure of 1 atm, the density of liquid water increases from 0 \textdegree C up to 4 \textdegree C, where it reaches a maximum \cite{3}. This property holds significant importance for the preservation of aquatic life in certain cold lakes, as it allows denser water to remain in its liquid state at the lake’s bottom, while the surface freezes.

This peculiar density behavior is elucidated by the interplay between two distinct structures: an open arrangement and a compact arrangement of water molecules, resulting in a low-density and high-density liquid, respectively. Experimental studies in the 1980’s indicated a transition between high-density and low-density amorphous ice \cite{4}. Subsequently, computational models were employed to extend this transition from high-density to low-density liquid \cite{5}. Due to hydrogen bonding, a network connects water molecules at specific angles and distances, fostering an open structure at low temperatures, which corresponds to the low-density liquid state. As the temperature increases, these bonds in the liquid are disrupted, causing the structure to become more compact and resulting in a higher density network. The coexistence line between these two liquid phases ends in a liquid–liquid critical point. This microscopic mechanism gives rise to entropy and volume fluctuations, which are connected to response functions. As temperature rises, these fluctuations diminish. For example, the thermal expansion coefficient, which relates to volume and entropy fluctuations, exhibits negative values at low temperatures due to the anti-correlation between these fluctuations, and it diverges at the critical point. As
temperature increases, the fluctuations decrease, resulting in a decrease in the thermal expansion coefficient until it reaches a point where $\alpha_T = 0$, leading to a density anomaly \cite{6,7}.

Experimental verification of the hypothesis that water anomalies arise from the competition of two length scales, which also gives rise to a liquid–liquid critical point, poses a considerable challenge. The difficulty lies in the fact that the proposed liquid–liquid critical point appears to be situated within a pressure and temperature range where ice nucleation occurs rapidly. Consequently, evidence for the existence of two liquid phases appears only in out-of-equilibrium experiments \cite{8}.

The relevance of and interplay between two length scales and different liquid structures led to the introduction of purely theoretical models with two length scales modeling the interactions. Simulations and analytic calculations of these system indicated the presence of density, diffusion and structural anomalies similar to the anomalies observed in liquid water \cite{9,10}, making these so-called core-softened potentials an object of extensive study \cite{11–14}. The concept was tested further, with analysis of systems interacting by potentials with multiple length scales showing multiple regions of density anomaly \cite{15,16}.

The proposed liquid–liquid transition is not exclusive to water. Simulations of carbon, silicon and silica \cite{17–19} present density anomaly and experiments with fluid phosphorous \cite{20} show evidences of double criticality. In fact, density anomalies were even measured in liquid helium-3 \cite{21} and helium-4 \cite{22}.

In this perspective, Rizzatti and collaborators \cite{23,24} recently proposed that the link between two length scales, anomalies and double criticality could be observed in a bosonic system interacting in optically trapped ultracold gases. The authors studied a bosonic lattice system represented by the Bose–Hubbard model with an in-site repulsive interaction. They showed that the competition between the chemical potential and the in-site repulsion creates two main regions of density anomaly: one in the vicinity of the regular fluid regime and the other in the superfluid phase. The results also showed multiple regions of density anomaly closing on the critical phase transition.

On the other hand, condensed matter physicists have used the Fermi–Hubbard model for decades to research phenomena in strongly correlated electron systems in a variety of lattice systems. Many extensions to this model were also proposed, such as multiple bands, nearest and next-nearest neighbor interaction, pair hopping and next nearest neighbor hopping, among others \cite{25–30}. In the case of fermions this model is usually used with a repulsive on-site interaction in connection with the Coulomb repulsion. However, an attractive interaction might also be produced through Feshbach resonances \cite{31}. In the last two decades this attractive interaction gained attention due to the experimental realization of the BEC-BCS Crossover \cite{32}: a high attraction between fermions can lead to a bosonic-like behavior.

Since waterlike anomalies are present in the Bose–Hubbard model, it is natural to question if they would also be present with fermions. If so, the hypothesis that competing interactions, anomalies and criticality are connected would gain more evidences of its universality. In particular, the extended Hubbard model displays two length scales of interaction, similar to the potentials generating anomalies in molecular dynamics simulations for water. Hence, the study of thermodynamic anomalies in cold-atoms systems is both interesting on its own, but also could provide hints to water behavior.

In this work, we study the presence a waterlike density anomaly in a fermionic system. Particularly, we explore the extended Hubbard model in one dimension. This model describes spin $\frac{1}{2}$ fermions in a lattice with a hopping probability, local (on-site), as well as nearest neighbors interactions. Considering spin $\frac{1}{2}$ fermions, four possible occupations are allowed for each site: $|0\rangle$ (empty), $|\uparrow\rangle$ (occupied by spin up), $|\downarrow\rangle$ (occupied by spin down) and $|\uparrow\downarrow\rangle$ (doubly occupied with opposite spins). This model has been numerically studied through mean-field \cite{33}, DMRG \cite{34}, self-energy functionals \cite{35}, Quantum Monte Carlo \cite{36} and other techniques. An exact solution to this model is known only in the atomic limit \cite{37}. We treat the thermodynamics of these fermions using a two site exact diagonalization scheme. Our analysis demonstrates that such system presents density anomalies for a wide range of parameters.

This paper is structured as follows. In Section 2 we introduce the model and the approximation method to treat its thermodynamics. Section 3 shows the results in two scenarios: attractive and repulsive on-site interactions, for generic values of nearest neighbor interactions, both in the atomic limit and with a finite hopping. We end with our conclusions and perspectives for future work in Section 4.

2. Model and methods

We consider the single-band extended Hubbard model given by the Hamiltonian

\begin{equation}
H = -t \sum_{\langle i,j \rangle, \sigma} (c^\dagger_{i,\sigma} c_{j,\sigma} + \text{h.c}) + U \sum_i n_{i,\uparrow} n_{i,\uparrow} + V \sum_{\langle i,j \rangle} n_{i,\uparrow} n_{j,\uparrow} - \mu \sum_i n_{i,\uparrow},
\end{equation}

where

\begin{equation}
n_{i,\sigma} = c^\dagger_{i,\sigma} c_{i,\sigma},
\end{equation}

\begin{equation}
n_i = n_{i,\uparrow} + n_{i,\downarrow},
\end{equation}

and $c^\dagger_{i,\sigma}$ ($c_{i,\sigma}$) is the creation (annihilation) operator for an electron of spin $\sigma$ on a site $i$ of the lattice. The parameter $t$ denotes the hopping between different Wannier sites and $U$ ($V$) is the intra-site (inter-site) interaction. The notation $\langle i,j \rangle$ indicates that we are summing only over the first neighbor sites.
where \( g \) can be directly read from the table, were we have more eigenvalues and smaller values for configurations without bars. We clearly note that the inclusion of the hopping lifts many degeneracies seen in the atomic limit (this notation was inspired by the atomic limit results. The upper bars denote states with higher energy, compared to the respective\( \end{equation}

\[ g \]

\[ \text{Table 1} \]

\begin{tabular}{|c|c|c|c|}
\hline
N & Pair \((m,n)\) & Eigenstate & Eigenvalue & Degeneracy \\
\hline
0 & \((0,0)\) & |0,0\rangle & 0 & \(g_{0,0} = 1\) \\
1 & \((1,0)\) & |1,0\rangle, |0,0\rangle & \(E^0_{(1,0)} = -\mu\) & \(g_{1,0} = 4\) \\
2 & \((2,0)\) & |1,1\rangle, |0,1\rangle & \(E^0_{(2,0)} = U - 2\mu\) & \(g_{2,0} = 2\) \\
3 & \((2,1)\) & |1,1\rangle, |1,0\rangle & \(E^0_{(2,1)} = 2V - 2\mu\) & \(g_{2,1} = 4\) \\
4 & \((2,2)\) & |1,1\rangle, |1,1\rangle & \(E^0_{(2,2)} = 2U + 8V - 4\mu\) & \(g_{2,2} = 1\) \\
\hline
\end{tabular}

In the following analysis we consider a one-dimensional chain in a pairwise approximation: for \( N \) sites, we have \( N/2 \) pairs, and we assume that each pair is independent. That is, \( Y = Y_{\text{pair}}^{N/2} \), where \( Y \) is the Grand Canonical partition function and \( Y_{\text{pair}} \) is the Grand Canonical partition function for a single dimer. The Grand Potential for the system is

\begin{equation}
\Omega = -k_B T \ln Y \tag{4}
\end{equation}

and the density is given by \( \rho = -\frac{1}{V} \left( \frac{\partial \Omega}{\partial \mu} \right)_{T,V} \) where \( V \) is the volume.

2.1. The atomic limit and the introduction of a new notation

In the atomic limit \((t = 0)\), consider a pair of adjacent sites \((i,j)\). The corresponding pair Hamiltonian takes on the following form:

\begin{equation}
H^0_{\text{pair}} = U(n_{i,1} n_{j,1} + n_{i,1} n_{j,2}) + 2V n_{i,j} - \mu(n_{i,j} + n_{j,i}) \tag{5}
\end{equation}

which is diagonal on the occupation number basis. The eigenvalues can be expressed as

\begin{equation}
E^0_{(m,n)} = U(\delta_{m,2} + \delta_{n,2}) + 2V mn - \mu(m + n) \tag{6}
\end{equation}

where \( m \) and \( n \) denotes the occupation of the sites in the pair, with \( 0 \leq n \leq m \leq 2 \). In this notation the pair \((0,0)\) corresponds to \(|0,0\rangle\), which is the empty state. The pair \((1,0)\) represents 4 states with one singly occupied site and the other empty: \(|1,0\rangle, |0,1\rangle, |\uparrow,\downarrow\rangle, |0,\uparrow\rangle, |\downarrow,\uparrow\rangle, |\uparrow,\downarrow\rangle, |0,\downarrow\rangle \), and so on. The eigenvalues and the respective eigenstates are summarized in Table 1. Therefore, the partition function of the pair is given by

\begin{equation}
Y_{\text{pair}} = \sum_{m,n} g_{(m,n)} e^{-\beta E^0_{(m,n)}} \tag{7}
\end{equation}

where \( g_{(m,n)} \) is the degeneracy associated to each pair \((m,n)\).

2.2. Finite hopping

Considering a finite hopping \((t > 0)\), the pair Hamiltonian is given by

\begin{equation}
H_{\text{pair}} = U(n_{i,1} n_{j,1} + n_{j,1} n_{j,2}) + 2V n_{i,j} - \mu(n_{i,j} + n_{j,i}) - n(\epsilon^1_{i,j} \epsilon^1_{j,i} + \epsilon^1_{i,j} \epsilon^1_{j,i} + \epsilon^1_{i,j} \epsilon^1_{j,i} + \epsilon^1_{i,j} \epsilon^1_{j,i}) \tag{8}
\end{equation}

After its diagonalization, the resulting set of eigenstates and eigenvalues of Eq. (8) is shown in Table 2. The notation in the table notation was inspired by the atomic limit results. The upper bars denote states with higher energy, compared to the respective configurations without bars. We clearly note that the inclusion of the hopping lifts many degeneracies seen in the atomic limit (this can be directly read from the table, were we have more eigenvalues and smaller values for \( g \)).
The phase boundaries are given by the crossing between different energy hyperplanes. For instance, for the coexistence between $\mu, U, V$, we have
\[ E^{0}_{(0,0)} = E^{0}_{(1,0)} \iff 0 = -\mu \iff \mu = 0 \] (17)
For the coexistence between (1,0) and (1,1), we get
\[ E^{0}_{(1,0)} = E^{0}_{(1,1)} \iff -\mu = 2V - 2\mu \iff V = \mu \] (18)
and so on. Collecting all solutions, we draw the phase diagram for two qualitatively distinct cases in the atomic limit: $U \leq 0$ and $U > 0$. In the next subsections we discuss these diagrams and the density anomaly regions, which appear in both cases. The effects of changing $t$, $U$ and $V$ on the density anomaly are also addressed.

**Case 1: $U \leq 0$**

The ground state phase diagram for this case is shown in panels (a) and (b) of Fig. 2, allowing us to identify three phases in the atomic limit: $(0,0)$, $(2,0)$ and $(2,2)$, as identified in Table 1. In this extended $(\mu, V, T = 0, U = 0)$ phase diagram, continuous lines are first-order transitions between these phases, and they can coincide at a triple point, located at $(\mu = U/2, V = 0)$ in the atomic limit. With a finite hoping amplitude, two other phases appear in the ground state: $(1,0)$ and $(2,1)$. Their sizes, which are considerably smaller than the others, decrease as $U$ becomes negatively large.

The density profile for a fixed value of $V$ is shown in panels (c) and (d) of Fig. 2 for different temperatures. In the limit $T \to 0$, the density becomes a discontinuous function of the chemical potential, signaling first order phase transitions between states of different densities. These ground state phase transitions occur at critical values of chemical potential $\mu$ such that the energy of each configuration is the same. In this system only ground state phase transitions are allowed, since we are working in one dimension and the interactions have a finite range. As we will show, this transition affects finite temperature behavior.

The entropy per site is determined by the Grand Potential according to

$$ s = -\frac{1}{N} \frac{\partial \Omega}{\partial T} = \frac{1}{2} k_B \left( -\frac{\beta}{Y_{\text{pair}}} \frac{\partial Y_{\text{pair}}}{\partial \beta} + \ln Y_{\text{pair}} \right). $$

(19)

At low temperatures $\beta \to \infty$ and away from the critical points $\mu \neq \mu_c$, the partition function is dominated by the following term

$$ Y_{\text{pair}} \approx g_{(m',n')} e^{-\beta E^0_{(m',n')}} $$

(20)

where $E^0_{(m',n')} = \min_{m,n} E^0_{(m,n)}$ given $\mu, U, V$. Then,

$$ \frac{\partial Y_{\text{pair}}}{\partial \beta} \approx -g_{(m',n')} e^{-\beta E^0_{(m',n')}} $$

(21)

and the entropy assumes the simplified form

$$ s \approx \frac{1}{2} k_B \left( \beta E^0_{(m',n')} + \ln \left[ g_{(m',n')} e^{-\beta E^0_{(m',n')}} \right] \right) = \frac{1}{2} k_B \ln g_{(m',n')} , $$

(22)

For example, the phase $(2,0)$ yields a residual entropy of $\frac{1}{2} k_B \ln 2$ while $(1,1)$ produces $\frac{1}{2} k_B \ln 4$. This result explains the plateaus observed in the $s$ versus $\mu$ plots near the ground state as shown in panels (e) and (f) of Fig. 2. They appear due to the degeneracy of a certain configuration.

Near the critical points, designating phase transitions between states $(m', n')$ and $(m'', n'')$ with $E^0_{(m',n')} = E^0_{(m'',n'')}$, the low temperature limit yields

$$ Y_{\text{pair}} \approx g_{(m',n')} e^{-\beta E^0_{(m',n')}} + g_{(m'',n'')} e^{-\beta E^0_{(m'',n'')}} = (g_{(m',n')} + g_{(m'',n'')}) e^{-\beta E^0_{(m',n')}} $$

(23)
Fig. 2. Panels (a) and (b) portray the ground state phase diagram at $U = 0$. The black dots are explained in Fig. 3. Panels (c) to (f) show the density and entropy at a fixed value of $V = 1$ (dashed line) for various temperatures. The left column corresponds to the atomic limit $t = 0$ while the right column refers to $t = 0.2$. The inset in panel (b) zooms in the $0 < \mu < 2$ range to highlight the small $(2,1)$ phase. Insets in the last two panels are the entropy at $T = 0.01$ as a function of pressure. The same color scheme is used in all plots.

and

$$\frac{\partial Y_{\text{pair}}}{\partial \beta} \approx - (g_{(m',m'')} + g_{(m'',m')}) E_{(m',m'')}^0 - \beta E_{(m',m'')}^0 ,$$

which imply

$$s \approx \frac{1}{2} k_B \ln (g_{(m',m'')} + g_{(m'',m')}) .$$

Hence, the peaks observed in the $s$ versus $\mu$ plots are related to the degeneracies of the coexisting states.

The peak behavior shown in the residual entropy is known to be connected to a density anomaly in classical and bosonic systems [23,38]. We show in Fig. 3 the density at a fixed pressure for this system, which demonstrates a fermionic system can also display a density anomaly from a competition between $\mu$, $U$ and $V$. Indeed, for pressures slightly below the critical point (black dot), the density increases with temperature starting from $T = 0$ until it reaches a maximum, at the TMD, and decreases as...
Fig. 3. Density as a function of temperature for fixed pressures, ranging from $P = 0.15$ to $P = 5$ (bottom to top) at $U = 0$ and $V = 1$. Panel (a) shows the atomic limit case $t = 0$, while in (b) we consider $t = 0.2$. Black dots are the critical points shown in Fig. 2: in (a) we have $P_c \approx 4$, while in (b) the critical pressures are $P_c \approx 0.16, 3.92$ and $4.40$. The hopping slightly changes the critical pressure for the atomic limit anomaly, while introducing two additional ones. As $T \to 0$, all isobars collapse to specific densities, corresponding to the plateaus shown in panels (c) and (d) of Fig. 5. The critical pressure corresponds to the chemical potential which generates the density transition at the ground state.

Fig. 4. Temperature of maximum density (TMD) lines on the $PT$ plane at $V = 1$ and different values of $U$. Panel (a) shows the atomic limit case $t = 0$, while in (b) we consider $t = 0.2$. The same color scheme is used in both plots. The black dots represent the critical point for the $U = 0$ case, in connection with the black dots of Fig. 3. A single density anomaly region was found for the negative $U$ cases since the $(1,0)$ and $(2,1)$ phases vanish.

We map the evolution of the density anomaly by plotting the TMD lines on the $PT$ diagram as the on-site interaction is varied according to Fig. 4. As we increase the attraction between fermions of different spins, the anomaly goes to higher temperatures, both in the atomic limit and with the hopping term. Since the residual entropy exhibits two peaks in panels (e) and (f) of Fig. 2, we only have one region of density anomaly for $t = 0$, while the hopping term adds two other anomaly regions at low temperatures. We tested with values up to $U = -50$ and still found the density anomaly, suggesting that it is present for any $U \leq 0$ if $V > 0$. For $V < 0$ there is no density anomaly since the attractive effects of $U$ and $V$ cancel out, generating no competition with $\mu$. 

a regular fluid. Note that the critical pressures, related to the coexistence of states at $T = 0$, also generate the entropy peaks of the insets depicted in panels (e) and (f) of Fig. 2. The pressure is kept constant using the relation $\Omega = -PV$, where $\Omega$ is the Grand Potential, $P$ is the pressure and $V$ is the volume of the system.
Case 2: $U > 0$

The ground state phase diagram for $U > 0$ is shown in panels (a) and (b) of Fig. 5. In this scenario, the system can organize itself into more phases in the atomic limit, yielding a richer phase diagram. As $U$ becomes larger, the size of the $(1,0)$, $(2,1)$ and $(1,1)$ phases increase. All phase transitions in this diagram are first-order (discontinuous).

Let us give an interpretation for these results. For $V > \frac{1}{2}U$, the observed states are $(0,0)$, $(1,0)$, $(2,0)$, $(2,1)$ and $(2,2)$. Depending on the imposed chemical potential. Their respective densities are $\rho = 0, 0.5, 1, 1.5$ and 2. The three anomalous regions arise due to such successive transitions in the density parameter: from $(1,0)$ to $(1,1)$, from $(1,1)$ to $(2,1)$, and from $(2,1)$ to $(2,2)$. Also, note that all states are observed in this regime except for $(1,1)$, because the on-site repulsion represents less energy cost than the inter-site repulsion $V$ (i.e., the particles prefer to be on the same site, when possible). If we decrease $V$ to $0 < V < \frac{1}{2}U$, the observed phases are $(0,0)$, $(1,0)$, $(1,1)$, $(2,1)$ and $(2,2)$. Basically, now the state $(1,1)$ becomes more stable compared to $(2,0)$, since the inter-site repulsion became smaller. Therefore, three regions of density anomaly are still present. Next, considering small negative values of $-\frac{1}{2}U < V < 0$, the phases $(1,0)$ and $(2,1)$ vanish, since the system prefers to form two-site pairs, rather than being singly occupied.
at each site. This is why the stable configurations are $(0,0), (1,1), (2,2)$. Hence only one anomalous region will remain, originated from the transition $(1,1)$ to $(2,2)$. Finally, decreasing $V$ to $V < -\frac{1}{2}U$, the system will tend maximize the number of two-site pairs, where only the states are present $(0,0)$ and $(2,2)$. Then no anomaly is seen in this regime.

This multiplicity of states generates a considerable effect in the density as a function of temperature, as can be seen in Fig. 6: we now have multiple regions of density anomaly in the atomic limit, which are connected to the multiple peaks of the residual entropy, as shown by the insets of panels (e) and (f).

Regarding the ground state phase diagram with the inclusion of the hopping: the highly degenerate states $(1,1)$ and $(2,0)$ gives place to this non-degenerate configuration $(2,0)\oplus(1,1)$ which is a mixture of them, a linear combination of $|\uparrow\downarrow\rangle,|\downarrow\uparrow\rangle,|\uparrow\uparrow\rangle,|\downarrow\downarrow\rangle$. This does not mess with the anomalies because all these states have the same density $\rho = 1$ (transitions between different densities are not destroyed).

In Fig. 7 we show the location of the density anomaly in a $(P,T)$ phase diagram, mapping the TMD curves. Making the on-site interaction more repulsive moves the upper anomalies to higher pressures and temperatures. The lowest-pressure anomaly is not affected by this change. As we increase $t$, the lower anomaly region decreases in size, going to regions of lower temperature and pressure. The higher region also vanishes. The intermediate transition grows to larger temperatures and pressures. We performed calculations up to $t = 50$ and verified the intermediate region is always present, indicating that this density anomaly region exists for any high value of $t$.

In the first case the behavior of the density anomaly as a function of $V$ was quite simple: it existed for $V > 0$. The current case requires a more detailed analysis to understand the multiple regions of density anomaly behave as $V$ is changed. This is shown in Fig. 8 for the atomic limit. For a large positive $V$, all three density anomaly regions exists. As $V$ is lowered, the upper and lower regions shrink. The intermediate region is also reduced, vanishing smoothly.

Lastly, we summarize our results with a $(U,V)$ diagram highlighting the existence of the density anomaly for given values of $U$ and $V$, for any pressure from $P = 0$ up to $P \rightarrow \infty$. This is shown in Fig. 9.

4. Conclusions

In this paper we studied the 1D extended Hubbard model in a pairwise approximation, which allows for an analytic solution of this complicated model considering a wide range of parameters. Through an analysis of its ground state and thermodynamic properties, we established a connection between phase transitions at zero temperature, residual entropies and the appearance of density anomalies. Depending on the on-site and first-neighbor interactions, we observed 0, 1 or even 3 regions of density anomaly on the phase diagram. Although in this kind of system there is no first-order line ending in a finite temperature critical point like in water, we show that this ground state phase transition propagates to higher temperature, generating a density anomaly for fermions.

Naturally, this pair approximation does not capture long range effects known to exist in the fixed density ground state phase diagram for this system, such as phase separation and superconductivity. The BEC superfluidity known to appear for very attractive values of $U$ is also not captured by this one dimensional approximation. Work to understand waterlike anomalies in these cases is underway.

We also note that, even in the atomic limit, our model does not approach the previously researched anomalies in the Bose–Hubbard model. Although both studies present similar behaviors as the repulsion is increased, a direct limiting procedure is not possible. This could be done using a Fermi–Bose–Hubbard model.
Fig. 7. Temperature of maximum density (TMD) lines on the $PT$ plane at $V = 0.25$ for different values of $U$. Panel (a) shows the atomic limit case $t = 0$, while (b) considers a finite hopping of $t = 0.2$. Both panels use the same color scheme. The black dots represent the ground state phase transition for the $U = 1$ case, in connection with the black dots of Fig. 6.

Fig. 8. Temperature of maximum density (TMD) lines on the $PT$ plane for $U = 1$ and different values of $V$ in the atomic limit. Note that the $P$ and $T$ axis have the same range for all plots. Dots are the calculated points and the solid lines are guides to the eye.
Fig. 9. Number of density anomaly regions (DA) for given values of the parameters $U$ and $V$ in the atomic limit case.
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