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Abstract
The size and shape of the region affected by an outbreak is relevant to under-
stand the dynamics of a disease and help to organize future actions to mitigate
similar events. A simple extension of the SIR model is considered, where agents
diffuse on a regular lattice and the disease may be transmitted when an infected
and a susceptible agents are nearest neighbors. We study the geometric proper-
ties of both the connected cluster of sites visited by infected agents (outbreak
cluster) and the set of clusters with sites that have not been visited. By changing
the density of agents, our results show that there is a mixed-order (hybrid) tran-
sition separating a phase where the outbreak cluster is finite from the other one
where it percolates through the system. Moreover, the outbreak cluster seems to
have the same exponents of the backbone of the critical cluster of the ordinary
percolation while the clusters with unvisited sites have a size distribution with
a Fisher exponent 7 < 2.
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1. Introduction

An epidemic outbreak may be controlled once herd immunity develops because most of the
population has been either vaccinated or infected by the contagious agent and recovered.
Amidst those individuals that no longer can get infected, groups of yet susceptible ones may
remain. The sizes of these groups and the distances and connecting routes between them will
determine the consequences of a future outbreak. Thus, along with the temporal course of an
epidemic, for future prevention and mitigation of similar events it is also important to model
and characterize both the spatial extent [1, 2] and the geometric properties of the regions that
had been affected. Moreover, the interest in spreading processes goes beyond the propaga-
tion of diseases, since epidemiological models consider general mechanisms that have been
applied, for example, in studies of how opinions, gossips, or fake news propagate through the
complex networks of social contact [3-6].

A cornerstone of many theoretical studies in epidemiology is the SIR model and its many
variants (see references [7—11] for recent reviews). Infectious agents (I) may either transmit
the disease, with a given rate, to susceptible ones (S) through direct contact or, spontaneously,
get removed (R) from the process by dying or recovering. This compartmental model has an
absorbing state where the infected individuals get extinct and the disease can no longer prop-
agate. Depending on the parameters, there is a continuous transition between a phase where
the outbreak is controlled fast, leaving only a finite number of agents that have been infected,
and another phase where most of the agents became infected and, once recovered, occupy a
macroscopic fraction of the lattice. The nature of this transition, belonging to the percolation
universality class, has been largely studied [12—14]. Several modifications have been intro-
duced in the original SIR model (further compartments, non-permanent immunity, different
networks and lattices, disorder, vaccination, etc) and both the asymptotic and dynamical prop-
erties of the contagion process in these scenarios have been studied, along with the possibility
of changing the universality class of the transition. In some cases, the transition changes from
continuous to discontinuous, or even to a hybrid (or mixed order) one, where the discontinuity
in the order parameter is accompanied by critical fluctuations [15, 16]. Such hybrid transitions
have been observed in models with cooperative spreading where multiple strains (or multiple
contagion steps) are involved [17-22].

Analogously to the SIR model, the system we consider in this paper is a stochastic branching
process, where the agents are random walkers with volume exclusion [23—25] and the infection
proceeds through close encounters between infected agents and susceptible ones. Once the
outbreak is over, we study the spatial extent of the infected region, i.e., the asymptotic set of
all sites that have been visited by an infected agent before recovery [1, 2]. Depending on the
parameters of the model, there is a phase transition connected with the size of this region.
The main purpose of this paper is to characterize this transition and determine which is the
universality class this model belongs to. Besides studying the cluster of sites visited by infected
agents, it is also interesting to study those that were not. As the number of agents increase,
facilitating the propagation of the disease, the set of unvisited sites appears fragmented in
several independent regions. The geometric properties of these clusters are also interesting, in
particular, the area distribution close to the percolation threshold and the characterization of
how homogeneous these areas are.

While exploring the properties of this simple model, we unveiled its connection with the
backbone of the percolating cluster of ordinary percolation. Despite its simplifying assump-
tions, it nonetheless provides a good basis for the study of the spatial extension of an epidemic
spread. In section 2 we describe the model and the quantities we considered to characterize its
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behavior. In section 3 we show and analyze our results, obtained through extensive numerical
simulations. The discussion and some conclusions are presented in section 4.

2. Model and observables

We consider the model introduced in reference [26] where N < L? agents are initially dis-
tributed at random and without superposition on an L x L square lattice with periodic boundary
conditions. As will be discussed at the end of this section, it is possible [27, 28] to transform
the results obtained with a constant, discrete N to a continuous variable p. We choose an ini-
tial condition in which only one agent is infected (I) while the other N — 1 are susceptible
(S). Starting from this initial configuration, at each Monte Carlo step, each agent sequentially
chooses one of its nearest neighbor sites at random. If the later is vacant, the agent moves to
that site. Otherwise, in case the agent is currently infected and the tossed neighbor is a suscep-
tible, then the later also becomes infected with probability p;.. Each infected agent remains
in the I state during #.. time steps (kept constant), after which it becomes recovered (R) and
unable to further propagate the disease to other agents. Notice that because of the excluded vol-
ume, recovered agents indeed help hindering the transmission of the disease. We here adopt
Pins = 0.5 and t.. = 20 and discuss, in the conclusions, on the generality of the results. Notice
that having #,.. > 1 makes the model non Markovian [29-31]. The above steps are repeated
until no infected agent remains in the system, what defines the total time T of the spreading pro-
cess. The model also considers that the timescale of any demographic process is much longer
than the contagion one, and the population is kept fixed. We also consider that displacements
and contagion are local processes despite the complex way humans are networked and the
possibility of long range travels.

Here we focus on several properties of the many absorbing states attained at the end of the
spreading process. Of primary interest is the single cluster, of size M, that includes all sites
that have been visited by the infected agents. An example of such a cluster is shown in figure 1
for p slightly above the percolation threshold p, (to be determined later). The sample averaged
fraction of sites belonging to the infected cluster is given by the strength m = (M) /L?, which
acts as an order parameter for the propagation of the disease. It vanishes in the thermodynamic
limit, L — oo, if the population density is smaller than a critical value p,, while it is finite for
p > p.. Thus, the epidemic threshold is associated with this cluster becoming macroscopic,
i.e., occupying a finite fraction of the system when L — oco. Although we did not attempt to
measure the basic reproduction number R, i.e., the number of secondary infections that a
single infected individual can generate before it dies or becomes cured [9, 32, 33], the out-
break cluster must be related to it [34]. Indeed, the presence of a percolating cluster above the
threshold is the difference between an infection that dies out and the onset of an epidemic.

The size fluctuations, y = L~2({M?) — (M)?), and the associated Binder cumulant [35],
U=1— (M*)/3(M?)?, are computed as well. The latter has the interesting property of having
null anomalous dimension, i.e., in the thermodynamic limit U is a step function with two con-
stant trays, one for p < p, (whose height depends on the nature of the transition) and another
oneat U = 2/3 for p > p,. The value that U assumes exactly at p, is an indication of the order
of the transition. For continuous transitions this isolated value is intermediary between both
trays. On the other hand, for discontinuous transitions the cumulant at p, assumes a non trivial
value [36—39] below both trays.

Two other step functions with null anomalous dimension are also useful in this context: the
wrapping probability W around the torus and the connection probability ¥ [40—42]. Above p,,
the outbreak cluster percolates in a finite system, i.e., it wraps around the system and touches
the opposite boundaries. Thus, W is the fraction of samples that present a wrapping cluster.
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Figure 1. Final configuration of the branching process for L =200 and p = 0.31
(slightly above the percolation threshold) showing the single cluster formed by the sites
visited by infected agents (blue). The remaining sites, on the other hand, are distributed
among several clusters of varying sizes (white regions) that make the blue cluster fractal
at the transition.

Between two parallel lines a distance L/2 apart from each other, Y is 1 if both lines cross the
outbreak cluster and 0 otherwise. Since one can scan L different pairs of parallel lines for each
configuration (L/2 along each of the torus main directions), this observable can be computed
with more precision than W.

Besides the single, connected cluster associated with the outbreak, the complementary set
of the unvisited sites (figure 1, white sites) is also of interest. Those domains, as they may
become trapped inside the outbreak cluster, may have many different sizes in the same sample.
We measure the cluster size distribution close to the percolation threshold. The number of
distinct cluster sizes of a given configuration, H, indicates how heterogeneous this distribution
is and has been recently subject of study in different systems [43—49]. In the limit p < 1, the
unvisited sites form a large domain and H ~ 1. In the other limit, p ~ 1, a few isolated holes
of approximately unitary size remain in the visited cluster and, being mostly of the same size,
once again H ~ 1. As p moves to intermediate values, H increases because the structure of
the outbreak cluster becomes more complex and a set of interior holes develops, with different
sizes. As a consequence of the distribution of cluster sizes being a power-law close to the
threshold, n(s) ~ s~7 (7 is the Fisher exponent), H develops a peak that grows as Hpeax ~ LY,

Finally, following references [27, 28], if all L? values of a given observable Xy have been
measured for a constant, discrete N, a transformation to a continuous variable p is obtained by

i I? 2
X(p)=> ( ) Pl = p VX (1)

N=1 N

This procedure is equivalent to the traditional transformation from the microcanonical to the
canonical ensemble. Notice that although in principle all the values N € [1, L?] should be con-
sidered in the above sum, because the coefficients of Xy are highly peaked, it is the neighboring
region to the specific value of N when N/L* ~ p that contributes the most. Of course, it is also
possible to populate the initial system with a probability p of occupying each site, the results
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Figure 2. The infected agents visit, on average, (M) sites during the outbreak, forming
a single cluster that occupies a fraction m = (M) /L? of the system. There is a threshold
p. (indicated by the vertical dashed line), separating a region (p < p.) where this cluster
is finite from another one, p > p., with a giant, percolating cluster. As the system size
increases, the curves become steeper. Inset: difference between the order parameter m
and the jump m, ~ 0.3070 as a function of 1/L, at the estimated critical point p, =
0.3086. The best fit (thin solid line) gives 3/v ~ 0.362. The thick solid line is L* %,
where dg >~ 1.643 is the backbone fractal dimension (see text).

being consistent. A large number of samples has to be considered, nonetheless, in order to
achieve the desired precision. Indeed, for the averages shown here, no less than 103 samples
have been used.

3. Results

3.1. Outbreak cluster

The set of evidences presented in this section points to a hybrid transition between a phase
with a finite, non-percolating cluster of sites visited by the infected agents and another one
with a giant, percolating cluster. In a hybrid, or mixed-order transition, the order parameter has
a finite jump at p.. Nonetheless, criticality remains after discounting the size of the jump from
m, m — my ~ L~%/", corresponding to a critical cluster of mass

M = myL* + m L%, 2)

where d, the cluster fractal dimension, obeys the hyperscaling relation drp = d — /v with the
exponent /3 defined by m — m, ~ (p — pc)”. Thus, the critical cluster has a compact component
(first term) along with a fractal part (second term). In standard second order transitions, m, — 0
and the compact region is missing. Discontinuous transitions miss the fractal term as g — 0.
In figure 2, the order parameter m is shown as a function of p for different system sizes L
(the critical point, p, ~ 0.3086, that will be more precisely determined later, is shown as a
vertical dashed line). As L increases, the curves become steeper. The behavior of m — m, as a
function of 1 /L at the critical point p, is shown in the inset along with a power-law fit (thin solid
line). From this, we obtain the exponent 5/v ~ 0.362 and the jump, m, ~ 0.3070 (no sensible
change is found in the exponent when using different values of this constant). For reasons that
will be discussed later, we also show (thick solid line) that this behavior is consistent with
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Figure 3. The connection probability Y(p) for several values of L. Top inset: data col-
lapse onto a universal curve g using Y = g[(p — pC)Ll/ "]. Bottom inset: corrections to
finite size scaling. The black curve shows the fitting using equation (3) for the adopted
value A = 0.7943, which leads to ay = 0. The critical point is then p, = 0.3086. Extra
sizes were considered, from L = 19 up to 363.

the cluster having the same fractal dimension as the random percolation backbone, i.e., L2~
where dr = dp ~ 1.643. The backbone is the subset of the critical cluster without the dangling
ends, i.e., those sites that are not relevant for the transport properties through the cluster [50].

The connection probability Y(p) is shown in figure 3 for different system sizes. From these
data we obtain the exponent v since, because of its null anomalous dimension, the vertical scale
of Y does not change and the scaling is given by ¥ = g[(p — pC)Ll/ ], where g(x) is a universal
function. The scaling variableis (p — p,)L'/" and, therefore, 1 /v is the leading exponent for the
scaling transformation along the horizontal axis. In the top inset of figure 3 we observe that the
collapse is very good with v = 2 and p, =~ 0.3086, ruling out the possibility that the transition
is in the random percolation universality class. This precise value for p. will be determined in
the sequence using the data for Y(p).

Following the method of references [51, 52], one determines the point p; where Y crosses a
constant value A, i.e., Y(p;) = A, for each L. Considering corrections to scaling up to the third
order, this sequence of crossing points is fitted with the series expansion

3

1 (A
P = pt > 3)

n=0

with parameters p, and a, = a,(\). Since v > 1, the limit 1/L — 0 is problematic if a¢ # 0.
In this case, the curve p, versus 1/L will touch the vertical axis at p, as expected, but with a
diverging derivative, what obviously weakens the accuracy in determining p.. However, care-
fully choosing the value of J, it is possible to obtain ap =~ 0 and a null slope where p; touches
the vertical axis. This is the case of the so-called Pinson number adopted for W in the perco-
lation problem [27], whose value is exactly known from conformal invariance arguments, and
corresponds to the value that the step function assumes at the isolated point p, in the thermody-
namic limit. In our case, one needs to find the proper A value by the fitting procedure itself and
approaching ay = 0, as in references [51, 52]. Fitting equation (3) with v = 2, one can obtain
the coefficients of the corrections to scaling and evaluate, with good precision, the location of
the critical point. Indeed, A >~ 0.7943 tunes ay >~ 0, leading to p, >~ 0.3086 as shown in the
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Figure 4. The Binder cumulant for different system sizes. As L increases, the minimum
of U moves to the right, approaching the transition point p,. Inset: U versus (p — p,)L'/"
showing that, for sufficiently large sizes, there is a very good collapse with p, >~ 0.306
and v = 2.

bottom inset of figure 3. The estimated uncertainty is located at the last digit which does not
sensibly change even when discarding the larger lattice sizes.

Further evidence that the transition is not continuous is given by the Binder cumulant U,
as shown in figure 4 (main panel) for several lattice sizes. The behaviour is different from the
typical one for continuous transitions. It shows a region of negative values with a minimum on
the left of p,. For small values of p, instead of forming a flat plateau at U = 2/3, it converges
to a value below 2/3, probably due to the finite, increasing values of M (indeed, even for p — 0,
when 1 < M < t., we get U slightly below 2/3). Moreover, increasing L, the location of the
minimum shifts towards the critical point p, and seems to converge to a non trivial, negative
value. This is an indication that, being a zero anomalous dimension quantity, in the thermo-
dynamic limit U assumes an isolated value at p.. The scaling behavior of U is shown in the
inset of figure 4. In the critical region U = f[(p — pC)Ll/ Y] (f is a universal function) and a
very good collapse is obtained with v = 2 and p, ~ 0.306 for the largest sizes. This slightly
different value for p, is probably due to the smaller sizes used to collapse U.

The fluctuations on the size of the outbreak cluster also have a non-trivial exponent,
X ~ |p— p.|77. The main panel of figure 5 shows that the susceptibility y, as a function of
p, develops an increasing peak that moves toward p,. In the bottom inset, we plot the height at
p. ~ 0.3086, x(p.), versus L 'ina log—log scale. From the best fit (thin solid line) we obtain
that its anomalous dimension is 7y/v ~ 1.91. The top inset shows the collapse using this value
for v and v = 2. Although deviations are present for the small sizes, for sufficiently large sys-
tems (the largest two), the collapse is very good. The total time T for all infected agents to
get removed also has a peak that moves toward p,, but its height increases linearly, 7 ~ L (not
shown). As will be shown in the next section, the distribution of cluster sizes for those sites not
visited by the infected ones is a power-law at p, n(s) ~ s~ 7, with an exponent that is clearly
smaller than 2. It was argued in reference [53] (see also references [53—-56]) that for 7 < 2,
v =1/0 and v = 1/od. From these equations we obtain that v/v = d = 2, i.e., v = 4, what
is shown as a thick straight line in the bottom inset of figure 5 for comparison. Albeit our result
is close to this value, there is still a clear difference.
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Figure 5. Behavior of the susceptibility x as a function of p for different values of L,
showing the presence of a pronounced peak close to the transition. (Top inset) Data col-
lapse of y around the transition using /v ~ 1.91, v = 2 and p, = 0.3086. Although
finite size corrections appear for the smaller sizes, the two largest sizes are well super-
posed. (Bottom inset) Power-law increase of y at p = p,, x(p.) ~ L/ where, from the
fit (thin solid line), /v ~ 1.91. The thick solid line shows the comparison with v/v = 2
(see text). In this inset, extra sizes were considered, from L = 19 up to 363.
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Figure 6. (Main panel) Heterogeneity H as a function of the occupation p for several
system sizes. As in the ordinary percolation, for sufficiently large L, H has a peak that
approaches the threshold and grows as H* ~ L'"!!. (Inset) Collapse of H with 7 ~ 1.8,
Pe = 0.308 and vy = (7 — 1)/v7T with v ~ 2. We do not consider the smallest sizes
because of the strong finite size effects.

3.2. Uninfected regions

We now consider the geometrical properties of the unvisited sites close to the percolation
threshold, occupying the space left by the outbreak cluster. Although the latter is a single clus-
ter, the sites never visited by an infected agent may form many disjoint clusters, as seen in
figure 1. For each sampled configuration, the number of different sizes with at least one cluster
present gives, once averaged, the size diversity (or heterogeneity) H [43—49]. The results are
shown in figure 6 for several values of L. As expected, it presents a growing peak, of height
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Figure 7. Cluster size distribution for the unvisited sites measured at the peak of H (see
figure 6) for several system sizes. For comparison, we show (solid line) the s—!8 behavior
of H*, that is also consistent with the distribution of holes in the percolation backbone
[56]. Inset: the flat region corresponds to the power-law behavior of n(s).

H™, at a concentration p* close to the threshold. Similarly to the ordinary percolation [43],
these peaks are located in the region where the outbreak cluster percolates while the largest
uninfected cluster is still building up (in our case, p > p.). The position of the peak moves
to the right if one only considers the smaller sizes. However, for intermediate sizes it starts
moving toward the previously estimated threshold p.. This is an indication that the position of
the peak of H, for the sizes we are able to simulate, does not provide a reliable extrapolation
for the threshold. This pre-scaling, strong finite-size effect prevents a more precise estimate of
the Fisher exponent 7, that is related with the height of the peak and with the power-law tail of
the size distribution at the threshold.

Fitting the height of the peaks in figure 6, we obtain that H* ~ L'!'. Considering that H* ~
L7 [43,47], it implies that the Fisher exponent is smaller than 2, 7 ~ 1.8. This indeed provides
a good collapse for the height, as shown in the inset of figure 6. All peaks can be centered with
p. = 0.308, a value that is consistent with the previous estimates. As discussed in references
[43, 47], the width of the critical region scales with L'/*# instead of L'/, where vy = 11 /(T —
1). With v ~ 2, as can be seen in the inset of figure 6, the collapse is excellent.

Figure 7 shows the size distribution n(s) for the uninfected regions when the number of
particles (not p) is kept constant and corresponds to the point where H has a peak, i.e., N ~
p*L*. Since p* > p., this peak occurs in the region where the outbreak cluster has a large
probability of percolating. Thus, the complementary set of unvisited sites can percolate in this
region only when the outbreak is halted very early, in the first steps of the dynamics. Once
this happens, the percolating cluster will occupy most of the lattice and contribute to the peak
located close to s ~ L?, in the tail of the distribution. The initial part of the distribution is a
power-law, n(s) ~ s~7 whose width increases with L because p* slowly approaches p,. The
exponent is consistent with our previous estimate obtained from the height of H at p*, 7 ~ 1.8,
as can be seen in the figure (solid line). This value is compatible with the exponent of the size
distribution of holes in the backbone of the random site percolation cluster [56], with the no-
enclave percolation (NEP) model [53] and with the clusters formed by sites not visited by a
random walk [57]. Moreover, for large values of s, there is a peak corresponding to a percolating
unvisited cluster. In the NEP model, clusters that are fully surrounded by larger clusters are
absorbed into the latter. A similar effect occurs in our model while the many infected agents
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are randomly walking and visiting most of the sites around it. Both mechanisms decrease the
number of enclaves in the large cluster.

4. Conclusions

We studied, from a statistical mechanics point of view, the equilibrium properties of a simple
model for a disease outbreak. In a population of N mobile agents on a square lattice, a single
initially infected agent may transmit the disease to nearest neighbors. After a given period of
time, fc, an infected agent becomes unable to further transmit the disease and gets recovered.
‘We define the outbreak cluster as the set of connected sites visited by the infected agents starting
from the patient zero. For low densities, there is a large probability of the outbreak being
halted at the early steps of the dynamics. In this case, the outbreak cluster would contain only
a few sites. As N increases, the outbreak cluster also gets larger and, above a given threshold,
it percolates through the lattice. Since infected agents become recovered after ... steps, the
interior of the outbreak cluster may not get completely filled and many holes of different sizes
may be present. We focus here on the geometrical properties of the single outbreak cluster and
of the set of holes. Since there is not a simple way to make our algorithm incremental, we
cannot use the full power of the Newman—Ziff algorithm [27, 28]. Nonetheless, the measures
are obtained with a constant N and then reweighted following their procedure. In this way, our
control variable is p, a continuous parameter equivalent to the density, or the probability of
having an agent in each site. The results show a hybrid percolation transition at p, ~ 0.308 65
(for the set of parameters chosen here), along with estimates for the critical exponents that
strongly indicate that the generated outbreak cluster is in the same universality class of the
random percolation backbone.

The backbone consists of a set of blobs connected by single links [58]. In the model we
considered here, when a site gets infected, the next sites visited by its random-walk are included
in the outbreak cluster until it gets removed. Each one of these regions is similar to a blob.
When, through contact, a susceptible agent gets infected, it starts a new blob. The ensemble of
blobs compose both the backbone and the outbreak cluster. The set of sites belonging to the
backbone is usually identified among the larger set of the percolation cluster. Our model also
provides a way of building a cluster whose critical properties are the same as the backbone of
ordinary percolation, although a few dangling ends may remain.

Close to the threshold, the cluster size distribution of the holes is a power-law whose expo-
nent 7 is smaller than 2. Our result is compatible with the value obtained from the holes in the
percolation backbone, whose 7 is given by the Mandelbrot hyperscaling relation

T:H%B:l.szz, 4)

where dg ~ 1.643 is the fractal dimension of the backbone [58]. Once dg (or 7) is known,
other exponents can be determined. For example, 3/v =d — dg ~ 0.357 and v/v = d = 2.
These exponents are very close to the values we obtained for our model, with the exception of
~ where we obtained v ~ 1.91 instead of 2.

Whether the conclusions drawn from the chosen parameters change with different sets of
values is still to be verified. In particular it would be interesting to check whether the critical
exponents are sensitive to such parameters, i.e., whether the universality class remains the
same or a richer phase diagram is generated. For example, if 7., the time an agent remains
infectious, were larger, each infected agent would have more time to diffuse and fill more holes
in the outbreak cluster. However, the whole cluster would grow larger as more agents will get
infected. The question is whether the outbreak cluster will get more compact or, for sufficiently
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large systems, its fractal dimension will remain unchanged. A similar question applies for
a smaller value of #... In this case, the contribution of each infected agent to the outbreak
cluster will be less compact, perhaps approaching the self-avoiding random walk case. The
more realistic case in which 7. may be different for each agent, and even vary significantly,
can also be addressed [59]. In addition, it would be important to consider larger system sizes to
confirm and extend the above results. Although constrained by the excluded volume condition
that prevents more than one individual in the same site, the mobility of the agents induce some
local shuffling and an effective longer interaction. Thus, it would be interesting to approach
this problem analytically and check how well a mean field approximation would describe the
results presented here. Also, the model considered here can be studied on a non-regular network
in order to check whether the transition remains of mixed-order [60].
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